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The following table gives for the warmer half of the 
year the relative frequencies of the intervals for each 10 
days between 10 and 50 days: 
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Examination of these figures shows that in the warmer 
half of the year the distribution of the intervals for 
both mvima and minima is of marked asymmetry. In 
winter, ,however, the intervals based on the dates of 
minima are of practically s mmetrical distribution, while 

to asymmetry, not, however, so pronounce as in sum- 
mer. 

The difference between the results for winter and sum- 
mer may be plausibly accounted for by the well-known 
tendency for EUQH? and LOWS to be of moro intense de- 
velopment and rapid movement in winter. The extreme 
pressures are conhed to a much smaller area when the 
systems are intensely developed and come uently a more 

sures a t  any one localit would result. Low pressure 

normal than high areas and with the extreme reading 
more localized, there would naturally result a 
tendency to fortuity in the dates of occurrence of owest 

5 the maxims yleld a distri g ution with a sli ht  tendency 

nearly fortuitous occurrence of the dates o 9 extreme pres- 

areas, being more.variab 9 e in their deptlrtures from tho 

$eater 
pressure. 

Sup me, for exam le, in addition to the Toronto data 
we ha B similar data P or Rochester. We should expect to 

find, as-h'fact we actually do, more eement between 

in winter there wo up d be closer agreement between the 
dates of maxima than of minima. 
Thus if there is a tendency for systematic recurrence 

at intervals somewhat greater than 30 days, as seems to 
be indicated b the resulta for the warmer season, this 

by the greater tendency to fortuitous occurrence m 
winter, particularly for extremes of low ressure. 

that of the second month following. The most frequent 
interval, if the dates wexe of purely fortuitous occurrence 
would be 60. Actual1 the most frequent interval was 
around 65, which is a iouble 32 to 33-da interval. 

are not to be interpreted as indicating the probable length 
of the month1 periodicit with any degree of accuracy. 

presented is that there is a s stematic tendency for the 

summer, at intervals somewhat greater than 30 a s 
The tendency for a pure1 fortuitous occurrence of k 
a marked departure from a symmetrical distribution, 
which occurs m summer and has persisted for 75 years as 
shown b the close agreement of the resulta for the two 
halves ofthe period, can not be explained other than as 
a result of a systematic tendency for the dates of ex- 
tremes of pressure to depart from a purely fortuitous 00- 
currence. The uestion as to the actual average length 
of the period an% to what extent it may vary in length 
from time to time is left unanswered. Other evidence,. 
however, indicates that this periodicity may have a vari- 
able length over a range of a week or more and hence 
investigators who have observed recurrences which they 
regarded as of solar or lunar origin, may have been misled 
by the apparent coincidence of a minimum len th of the 

the perlo resumeBits normal length the a parent coin- 
cidenco disappeared. Thus Koeppen's res ts which re- 
quire for thev explanation the hypothesis of a systematic 
tendency to a monthly periodicity are plausibly explained 
by variations in the length of the period. 

the dates a t  the two laces in summer x an in winter and 

tendency woul i be modified or even entirely obliteraed 

A further corn dation was made o! t ?l e intervals be- 
tween the dates o P maximum pressure m each month and 

It should be understood that the resulta t y this method 

All that may t e reasonab T y deduced from the facts here 

recurrence of periods of hig 1 pressure, particular1 in 

dates in winter, articular Y y so for the dates of minima, 
is what we shoul x , a priol.i, expect. This being the case, 

(9 

monthl? eriodicit with solar or lunar perio d: s. When 
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ss/. 5 0  / 
THE MEAN VARIABILITY AS A STATISTICAL 

COEFFl C I ENT. 

The difficulty of applying the ordinary Theory of Errors 
to meteorological computations, on account of the 
peculiar nature of the meteorological variables as con- 
trasted with that of the mathematical variables,1 has 
often been recognized.' If the arithmetic mean of a 
series of values is to be the value most worthy of con- 
fidence, and is to have any s came and c o r n  ond 

which it is computed must be distributed aboqt it accord- 
ing to the Law of Gauss-the deviations from the mean 
must obey the laws of fortuitous erroms 

There are two equivalent tests which are ordinarily 
applied in order to determine whether or not the in- 
dividual deviations from the mean are due to fortuitous 

to someth~ng physical, then t I!? e individual values P rom 

1 L. Besson: On the comparison of meteorologleal data with results of chance. Yo. 
2 V H R d On computation of me.teorolOgLca1 obs6rvatkms, Damke Metewokglake 
9 An&: Annalu du Bur. W. Ma., 1895 and 1900; and Annuairs de la Soc. dnt.. 

WEATEER REV., Feb., lm, 48: 89. 

~mtiia i9iX 
51,1903. 
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causes: (a) If there are N numbers, there should be 
found f ( z ) N  of which the absolute deviation is e ual to 

(b) the value of the expression (sa>a should be 3.14159 . . . 
Now meteorological data may satisfy both these tests 
without at all f&llin other conditions equally de- 
manded by theory; we tave  here a good illustration of 
the oft-repeated warning against drawing conclusions 
from summary coefficients alone, such as the mean. 
I n  the present instance, the order in which the numbers 
appear is of eat significance, and the following relation 

y the dewicGEions from the mean are to be likened to fortui- 
tous errors, then the r& of the Mean variability to the mean 
d&Cion must be e p a l  ti to JZ=l.+l.G . . . The varia- 
bilities and deviations are taken without regard to sign. 

Drawings from a sack containing balls, on each of 
which was marked an observed daily temperature, would 
give a succession vastly different from the succession 
actually observed: Long series of increasing or decreasing 
values would be less frequent in the drawin than in the 

the former; in fact the ratio of mean variability to mean 
deviation in the case of series of daily temperatures turns 
out to be but little more than half the theoretical value; 
chance would give the deviations which are observed, 
but would not give the succession which is observed. 
Yet both the & u l  and the chccnce swcessions satisfy the 
two tests mentioned above. 

ointed out by Besson (0 . cit.) that.if 

that the succession of the signs of the variations will 
obey the laws of chance; Goutereau points out further 
that the deviations from the mean may not be fortuitous 
even if they follow the Law of Gauss.--E&s.r W. Woolard. 

or greater than 2; theory ves the value o P f ( x ) ;  
2!L 

must also ho !r d:‘ 

observing, and the mean variability would % e greater in 

It has been 
a variable is ta fl ‘ng on random values, it 8 oes not follow 

4 Ch. Goutemu: Sur la variabilite de la temp&ature, A n m a i r e  de b Soc. flit. de 

5Th; demonstdtion, by Maillet, is given by Gouteresu, op. &. The absolute 
FrfnIce 549122-127 la. 
diflerence between a number and the next consecutive number is the Variability. 

r5/. 5-# : r5/. g o  / 
THE VARIATEDIFFERENCE CORRELATION METHOD. 

For correlating daily changes of barometric height a t  
Halifas and Wilmington, Miss Cave made use of a for- 
mula, devised by Pearson, giving the correlation coeffi- 
cient between the differences of successive daily readin 
at the two stations; and remarked that this formua 
would appl to any case in-which i t  was desired to rorre- 

ence of another air; no comments on where this pro- 
cedure might be iY esirable were offered however. Later, 
Hooker independently pointed out that the correlation 
coefficient between two variables, for each of which a 
series of observations is available, is a test of similarity 
of the two phenomena as influenced by the totality of 
the causes affecti each of them; when, therefore, the 
observations exten 3 over a considerable period of time, 
certain difficulties arise which find no precise parallel in 
the case where the whole of the observations refer to the 
same moment of time: If a diagram be drawn, showing 
by curves the changes of the two variables durmg the 
period under consideration, some relation will often be sug- 
gested between the usually smaller and more rapid altera- 
tions while at the same time the slower “ secular” changes 

F 
late the di B erence of one pair of quantities with the differ- 

1 P E. Cave-Browne-Cave. On the Influence of the time factor on the correlatlon 
Mnwn the krmotric heighis at stations more than 1,ooO milesapart. Proc. Roll. Sor., 

a R. €I. hooker: On the correlations 01 sueoeasivo obsermtions. Jm. hlu. Statfafhl 
7k403-413 1801-1805. 

may or may not exhibit any similarity. If, then, the cor- 
relation coefficient be formed in the ordinary way, em- 
ploying deviations from the mean, a high value will be 
obtained if the ‘‘secularJ’ changes are similar (this value 
being almost inde endent of the similarity or dissimilarity 
of the more ra i charr es), but a value approximating 

character even though the similarit of the smaller 

from ordinary correlation coefficients may be very erro- 
neous. In order to et rid of the s urious correlation 

the time, the correlation coefficient may be formed be- 
tween the variations, or first differences, of the quantities, 
instead of between the uantities themselves. After this 

Pearson pointed out that it was valid only when the con- 
nection between the variables and the time was linear. 

The name Variate-Difference Correlation was given by 
Pearson * to a generalization of the precedi artifice, in 
which it was demonstrated * that if the varia ? les are ran- 
donily distributed in time and space, the correlationbe- 
tween the variables and that between the corresponding 
ntii differences will be the same; and that when ths is not 
the case, we can e.liminate variability which is due to po- 
sition in time or space, and so determine whether there 
really is any correlation between the variables themselves, 
by correlating the lst, 2d, 3d, * * *, nth differences: 
when the correht ions bet.tiwen the difermes remain steady. 
for several stmessice orders of  differences we may reasonably 
swppose we have reached the true correlation between the 
vartables. 

The complete theory of the method was worked out by 
Anderson5 and subjected to critical examination by 
Pearson (op. cit.), who found that, as usual, the theoreti- 
cal formulre were only roughly approximated to in prae 
tice unless a reat number of observations were a t  hand. 

There has % een no source more fruitful of fallacious 
statistical argument than the common influence of the 
time factor. The difference method of correlation is one 
of great promise and usefulness. The very fre uent and 

changin rapidly with the time, are essentially causative 
cease to 5 ave any foundation when the difference method 
is npplied.”-Edgar W. Woolard. 

to zero if the P f  ‘secular J F  changes are of quite dissimilar 

rapid changes be extremely marked; B eductions drawn 

arising from the fact % t a t  both variab P es are functions of 

method had been in rat 7l er extensive use for some time, 

superficial statements that such and such varia 1 lea, both 

a Beatrice M. Cave and Karl Fearson: Numericallliustrationa of thevarlatedll&ence 
*“Student”: T h ~ ~ l i m i n a t i c ~ o ~ s p ~ ~ c o r r e l e t i o n d u e t o p o e i t S m I n ~ o r r ~ ,  

correlation method Bionetrika I O  340-355 1914-15. 
- .  

Biosdrih,  10 170-189, 1914-15. 
b Nmhmsls hber “The elimlnation of s urious correhtimi due to podW In timtl Q 

space 0. Anderson B i o m d r f h  10 ! d 7 9  1914-15. 
8 Illhstrations 01 tde method & ’1- bi Cave and Peamon, op: &., and by G. 6; 

Yule, fntrodu&.io the Thmrw o.fL3%tsaSlca, 5 ed., M O  pp. 1@7-!201, mealso T. Ohdo, 
Some resoArchea in the lar oastesn sfmonal correladms, Mo. W ~ T E E B  Bpv., 1917, 
Is: 3s. 299,535. 

NOTE ON PROF. MARVIN’S DISCUSSION OF ‘*A POSSIBLE 
RAlNFALL PERIOD EQUAL TO ONE-NINTH THE SUN- 
SPOT PERIOD.” 

By DINSPORE ALTER. 

[Vniversity of Kansas. Lawrence, Kans.. Apr. !B, l9!21.] 

I have naturally been much interested in Prof. 
Marvin’s conclusions ’ regarding my paper.a I am rery 
sorry that it is impossible for us to agree concerning the 
possibility of the phenomenon discussed, and especiall 

further statement concerning some of the points raised 
by him may be in order. 

concerning the legitimacy of the method employed. 1 

1 Mo. WEATHER REV., Februsry, 1921,49: 83-55. 
f IQU., pp. 74-83. 


